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Imagine your company hired a new colleague who is…

What are Large Language Models?

Smart

Very 
eloquent

Optimistic Versed in various 
scientific disciplines

Sometimes a 
bit drunk

Kind of a 
sycophant



What are Large Language Models?
Generative Pre-trained Transformer (GPT)

The model predicts the next token based on a 
given context/prompt.

Model

zip

Cat

Sat

On

A

Mat 

Context / Prompt Next token prediction



Model

Ruth

was

an

Context

American (59%)
inventor  (22%)
exemplary (4%)
integral (1%)
… (<1%)

Prediction

Based on loss

Adjustment of parameters

What are Large Language Models?
Pre-training is compressing information through 
prediction



What are Large Language Models?
GPTs are pre-trained on internet data

Ruth Handler

- Wikipedia

Language Percent Language Percent

en 89.70% uk 0.07%

unknown 8.38% ko 0.06%

de 0.17% ca 0.04%

fr 0.16% sr 0.04%

Sv 0.15% id 0.03%

zh 0.13% cs 0.03%

es 0.13% fi 0.03%

ru 0.13% hu 0.03%

nl 0.12% no 0.03%

it 0.11% ro 0.03%

ja 0.10% bg 0.02%

pl 0.09% da 0.02%

pt 0.09% sl 0.01%

vi 0.08% hr 0.01%

Ruth Marianna Handler (née Mosko; 
November 4, 1916 – April 27, 2002) was 
an American businesswoman and 
inventor. She is best known for 
inventing the Barbie doll in 1959,[2] and 
being co-founder of toy 
manufacturer Mattel with her 
husband Elliot, as well as serving as the 
company's first president from 1945 to 
1975.[3]

The Handlers were forced to resign 
from Mattel in 1975 after the Securities 
and Exchange Commission investigated 
the company for falsifying financial 
documents.[3][4]

https://en.wikipedia.org/wiki/Barbie_doll
https://en.wikipedia.org/wiki/Ruth_Handler
https://en.wikipedia.org/wiki/Mattel
https://en.wikipedia.org/wiki/Elliot_Handler
https://en.wikipedia.org/wiki/Ruth_Handler
https://en.wikipedia.org/wiki/Securities_and_Exchange_Commission
https://en.wikipedia.org/wiki/Securities_and_Exchange_Commission
https://en.wikipedia.org/wiki/Ruth_Handler
https://en.wikipedia.org/wiki/Ruth_Handler


Instruction tuning by training on curated data with a question-answer template.

Less focus on knowledge 
compression and more on how 

to extract knowledge via 
prompts.

What are Large Language Models?
Fine-tuning base models into assistants

Going from GPT to ChatGPT in two steps: Step 1



Going from GPT to ChatGPT in two steps: Step 2
Reinforcement Learning through Human Feedback (RLHF). 

for each question and rank them 
(human feedback)

Generate 
Multiple Answers

to return the preferred answers 
(via reinforcement learning)

What are Large Language Models?
Fine-tuning base models into assistants

Train the Model



What is new with OpenAI o1?
ChatGPT o1 talks to itself until it’s satisfied with its answer



What is new with OpenAI o1?
Increasing compute at generation time trains models to 
“think”

Through reinforcement learning, 
o1 learns to hone its chain of 
thought and refine the strategies 
it uses. It learns to recognize and 
correct its mistakes. […] This 
process dramatically improves 
the model’s ability to reason.



Reproducing a 
blurry copy of 
the internet

Only capable 
of dull, 

repetitive 
tasks

Bias in – bias 
out

It only works
with 

language

Four misconceptions about LLMs

2 3 41



Why work with LLMs?
LLMs and Creative Work



Why work with LLMs?
LLMs and Creative Work



Why work with LLMs?
LLMs and Creative Work

Conjecture. There exist constants 𝑐1 and 𝑐2 such that, for every hyperknot 𝐾, 
2𝜎 𝐾 − slope 𝐾 < 𝑐1vol 𝐾 + 𝑐2.



A big scientific debate
Memorization vs. Reasoning



in out

The internal machinery of LLMs
LLMs convert text tokens to vector embeddings… and 
back

A long time ago in

A long time ago in a

A long time ago in a galaxy

A long time ago in a galaxy far

A long time ago in a galaxy far,

A long time ago in a galaxy far, far

A long time ago in a galaxy far, far away





How can we leverage embeddings?
#1: The Linear Representation Hypothesis and the Geometry of 
LLMs (K. Park 2024)

High-level concepts are represented linearly in the representation space of a model

Female/Male

Upper 
case/Lower 

caseEnglish/French
Past 

Tense/Present 
Tense



How can we leverage embeddings?
LLMs keep track of an embedding and unembedding space

‘king’,
‘man’, 
‘phd’,… ∈ 𝑉

Context Next Word

𝑋 𝑌‘He is the’

𝑥 ⟼ 𝜆 𝑥 ∈ Λ ≅ ℝ𝑑 𝑦 ⟼ 𝛾 𝑦 ∈ Γ ≅ ℝ𝑑𝑝 𝑥 𝑦 ∝ exp 𝜆 𝑥 𝑇𝛾(𝑦)

Embedding Softmax Unembedding



How can we leverage embeddings?
A concept is a factor of variation that can be changed in isolation 

𝑋 𝑌

𝑊

𝑍

Concepts‘He is the’

Male (𝑊 = 0)/Female (𝑊 = 1)

English (𝑍 = 0)/French (𝑍 = 1)

‘king’      𝑌 0,0
‘queen’   𝑌 1,0
‘roi’        𝑌 0,1
‘reine’    𝑌(1,1)



How can we leverage embeddings?
The linear representation of a concept 𝑊 is the direction 
determined by pairs (𝑌 0 , 𝑌 1 )

ҧ𝜆(male/female)

Embedding Space

𝜆(‘He is the’)

𝜆(‘She is the’)

ҧ𝛾(male/female)

Unembedding Space

𝛾(‘queen’)

𝛾(‘king’)



How can we leverage embeddings?
There exists a causal inner product that maps the embedding and 
unembedding spaces to each other



How can we leverage embeddings?
Use linear algebra operations for measurement and manipulation



How can we leverage embeddings?
#2 Isotropy in the Contextual Embedding Space: Clusters and 
Manifolds (X. Cai 2021)

GPT-2 embeds tokens in low-dimensional manifolds in the embedding space

?



How can we leverage embeddings?
Dimensionality reduction via Principal Component Analysis

• 𝐸 ∈ ℝ𝑛×𝑑 matrix of vector embeddings

• Dimension reduction 𝑑 → 𝑘 = finding best 
fitting 𝑘-dim subspace of ℝ𝑑



How can we leverage embeddings?
Dimensionality reduction via Principal Component Analysis

• Singular Value Decomposition: ∃ 𝑈 ∈ ℝ𝑛×𝑛, 𝑆 ∈ ℝ𝑛×𝑑, 𝑉 ∈ ℝ𝑑×𝑑 s.t. 𝐸 = 𝑈𝑆𝑉𝑇

• 𝑉𝑉𝑇 = 𝐼𝑑  ⟹ 𝐹𝑇𝐹 = 𝑉𝑇𝐸𝑇𝐸𝑉 diagonal, 𝑓𝑖𝑖 = 𝜎𝑖 𝐸 2 ordered squared singular values

• ⟹ Cov F  diagonal ⟹ PCs correspond to directions with most variance

• Explained variance ratio 𝑟𝑘 ≔
σ𝑖=0

𝑘 𝜎𝑖

σ𝑖=0
𝑑 𝜎𝑖

 , 𝜎𝑖 𝑖-th largest eigenvalue of Cov(𝐸)

• 𝜖-effective dimension 𝑑 𝜖 = arg min 𝑟𝑘 ≥ 𝜖



How can we leverage embeddings?
The embedding vectors of GPT-2 fall in a very narrow cone

The effective dimension 𝑑(0.8)



How can we leverage embeddings?
The 3-dimensional embedding space of GPT-2 consists of isolated 
clusters



How can we leverage embeddings?
The embedding space of GPT-2 has a different geometry than 
BERT

GPT-2

BERT





How does GPT-4 solve math questions?
Experiment pipeline (part 1)

API
Omni-JudgeOmni-MATH dataset

Performance score of 
gpt-4o and o1-mini 

Answer Correct



How does GPT solve math questions?
A new challenging math benchmark

Domain: Applied Mathematics

Difficulty: 3.0

Source: HMMT

Problem: You have infinitely many boxes, and you 
randomly put 3 balls into them. The boxes are labelled 
1,2, … Each ball has probability ½𝑛 of being put into box 
𝑛. The balls are placed independently of each other. 
What is the probability that some box will contain at 
least 2 balls?

Solution: Notice that the answer is the sum of the 
probabilities that boxes 1,2, … respectively, contain at 
least 2 balls, since those events are mutually exclusive. 
For box 𝑛, the probability of having at least 2 balls is

3
1

2𝑛

2
1 −

1

2𝑛 +
1

2𝑛

3
=

3

22𝑛 −
2

23𝑛 =
3

4𝑛 −
2

8𝑛.

Summing to infinity using the geometric series formula, 

we get the answer 
3

4

1−
1

4

−
2

8

1−
1

8

which is equal to
5

7
.

Answer: 
5

7



How does GPT-4 solve math questions?
A new challenging math benchmark

Domain: Algebra

Difficulty: 5.0

Source: HMMT

Problem: A sequence of positive integers is defined by 
𝑎0 = 1 and 𝑎𝑛+1 = 𝑎𝑛

2 + 1 for each 𝑛 ≥ 0. Find 
gcd(𝑎999, 𝑎2004).

Solution: If 𝑑 is the relevant greatest common divisor, 
then 𝑎1000 = 𝑎999

2 + 1 ≡ 1 = 𝑎0 𝑚𝑜𝑑 𝑑 which implies (by 
induction) that the sequence is periodic modulo 𝑑, with 
period 1000. In particular, 𝑎4 ≡ 𝑎2004 ≡ 0. So 𝑑 must 
divide 𝑎4. Conversely, we can see that 𝑎5 = 𝑎4

2 + 1 ≡ 1 =
𝑎0 𝑚𝑜𝑑 𝑎4 so (again by induction) the sequence is 
periodic modulo 𝑎4 with period 5, and hence 𝑎999, 𝑎2004

are indeed both divisible by 𝑎4. So the answer is 𝑎4, 
which we can compute directly; it is 677.

Answer: 677



How does GPT-4 solve math questions?
A new challenging math benchmark

Domain: Discrete Mathematics

Difficulty: 7.0

Source: USA team selection test

Problem: A tournament is a directed graph for which 
every pair of vertices has a single directed edge from 
one vertex to the other. Let us define a proper directed-
edge-coloring to be an assignment of a color to every 
(directed) edge, so that for every pair of directed edges 
𝑢𝑣 and 𝑣𝑤 those two edges are in different colors. […] 
For each 𝑛, determine the minimum directed-edge-
chromatic-number over all tournaments on 𝑛 vertices.

Solution: […] For each \\(n\\), we aim to determine 
the minimum directed-edge-chromatic-number over all 
tournaments on \\(n\\) vertices. A construction is as 
follows: Label the vertices \\(\\{1, 2, 3, \\ldots, n\\}\\) 
and write each label in binary. Then for any two vertices 
\\(u, v\\), let \\(k\\) be the first position from the right 
which is different in their binary representations. […]

Answer: log2n 



How does GPT-4 solve math questions?
A new challenging math benchmark

Domain: Geometry

Difficulty: 9.5

Source: IMO shortlist

Problem: A circle 𝜔 with radius 1 is given. A collection 
𝑇 of triangles is called good, if the following conditions 
hold:
1. Each triangle from 𝑇 is inscribed in 𝜔;
2. No two triangles from 𝑇 have a common interior 

point.
Determine all positive real numbers 𝑡 such that, for 
each positive integer 𝑛, there exists a good collection of 
𝑛 triangles, each of perimeter greater than 𝑡.

Solution: Consider a circle 𝜔 with radius 1. We will 
determine the set of all positive real numbers 𝑡 such 
that for each positive integer 𝑛, there exists a good
collection 𝑇 of 𝑛 triangles inscribed in 𝜔 where each 
triangle has a perimeter greater than 𝑡. […] Since each 
triangle in 𝑇 is inscribed in a circle 𝜔 with radius 1, […] 

Answer: 0 < 𝑡 ≤ 4



How does GPT-4 solve math questions?
Automated calls to the completions endpoint of the openai API

Domain: Discrete 

Mathematics

Difficulty: 7.0

Problem: A tournament is a directed graph for which every pair of vertices 
has a single directed edge from one vertex to the other. Let us define a 
proper directed-edge-coloring to be an assignment of a color to every 
(directed) edge, so that for every pair of directed edges 𝑢𝑣 and 𝑣𝑤 those two 
edges are in different colors. […] For each 𝑛, determine the minimum 
directed-edge-chromatic-number over all tournaments on 𝑛 vertices.

Model generation: To solve the problem of determining the minimum 
directed-edge-chromatic-number over all tournaments on 𝑛 vertices, we start 
by examining the constraints for proper directed-edge-coloring in a 
tournament. […] Key Observations: **Out-degree and Patterns**: In any 
tournament, each vertex has an out-degree of 𝑛 − 1. Given that for each 
vertex 𝑣, the edges 𝑢𝑣 (𝑢 as any vertex) appear, and there are 𝑛 − 2 patterns 
𝑢𝑣 → 𝑣𝑤, we need different colors for these patterns. **Chromatic 
Condition**: The directed-edge-coloring requires different colors for edges 
forming transitive triples. For any directed edge-coloring in a tournament […]

𝑛 − 1



How does GPT-4 solve math questions?
Another LLM for correcting the answers

Domain: Discrete 

Mathematics

Difficulty: 7.0

Problem: A tournament is a directed graph for which every pair of vertices 
has a single directed edge from one vertex to the other.  […]

Model generation: To solve the problem of determining the minimum 
directed-edge-chromatic-number over all tournaments on 𝑛 vertices, we start 
by […] 

Omni-judge: ## Student Final Answer: n – 1 ## Equivalence Judgement: 
FALSE ## Justification: The student's answer of 𝑛 − 1 does not share the 
same meaning as the reference answer, which is log2n . […] The student 
incorrectly assumes a direct relationship between the number of edges and 
the number of colors needed for proper directed-edge-coloring in a 
tournament. In reality, the problem requires considering the combinatorial 
structure of the tournaments and how it affects the coloring requirements. 
The reference answer provides an accurate expression that reflects this 
complexity. === report over ===

𝑛 − 1



How does GPT-4 solve math questions?
Computing domain and difficulty specific accuracy



How does GPT-4 solve math questions?
Experiment pipeline (part 2)

Omni-MATH dataset

-0.00952 0.0291 ... -0.01231

0.00135 -0.04879 ... 0.09211

-0.00422 -0.07071 ... -0.05572

PCA
Embedding vectors

Visual inspection 
of 3D embedding 

space
API

Identify clusters 
with known 

methods



How does GPT-4 solve math questions?
Dimensionality reduction via Principal Component Analysis



How does GPT-4 solve math questions?
Where do which questions lie in the embedding space?



How does GPT-4 solve math questions?
Where do which questions lie in the embedding space? (part 2)



How does GPT-4 solve math questions?
There are endless possibilities for studying the geometry of 
embedding spaces…

• Euclidean → ?

• Non-linear dimensionality reduction

• Non-convex or hierarchical clustering

• Topological Data Analysis, Manifold Hypothesis

• … 



Thank you!

marthe.ballon@vub.be

More questions??

mailto:marthe.ballon@vub.be
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