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1. Background 3. Experiments
Dataset: Squirrel \ / oversquaShing Theorem \
* Message passing in Graph Neural \ [Topping et al. 2022]
Networks can be limited by the | a.Lookatthe edges b. Analyse distribution c. Assess the convergence
topology of the graph. This happens selected during the of accuracies obtained  of the distribution Consider an MPNN and leti ~ j be an edge.
when information is lost during | rewiring process from hyperparameter Ifad > 0 exists such that BFc(i,j) < —2 + &
propagation due to being sweeps and for which the following holds:
oversquashed. j £
; Ponot satisfy condition 25 ] 5 < ———and 5 < (condition 2"
* Discrete graph curvature, such as ~ 10? = 10 g R~ - \/max{di:dj} e
. g + | 104 & .
Balanced Forman curvature (BFc), is | § 80 % 10* §01;’52 1 Here V.4, represent the degeneracy factor of
supposed to detect bottleneck between 0 O 108 o L e > 4-cycles. Then we can bound the Jacobian of
two nodes. 0 E = 5 BiF c B - message passing as
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Satisfy condition 2b 4o BFCmod . 1 9 hl(f 0+2) 1
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* The oversquashing theorem (right) || © None % of lterations Included (x) where Q; C S,(i) satisfying\Qj\ > 51
says that bottlenecks are edges with - ) 0.3 0.4 | |
very low BFc (close to minimal value - *We note that a softer version of this
.y : .. 1
2). Fig.: Visual representation of the Fig.: We look at multiple definitions Fig.: a. Wasserstein distance of condition is sufficient, where 6 <
selected edges during SDRF rewiring. discrete curvatures defined on two subsequent distributions. b., c. \/max{di'df}
* Rewiring around these edges could be | Colourindicates at which % of total  graphs to assess their performance Mean and standard deviation when is replaced by § < 1/# A (condition 2b).
\beneficial for information propagation. @viring the edge was selected. with respect to no rewiring (None). including x% of the total iterations. \ /
/ 2. Contributions Dataset: General \ /4. Take Aways
. In our work however, we show that Our eval.uatllt)g on :]1 datkajets shO\:cvs tgilt[\’jhls IS not limited to specific choices, but e Our work re-evaluates curvature-
edges selected during the rewiring present in all benchmark datasets for S based rewiring and puts Into
process in real-world datasets do [T)ataset EngSQ"eW'red CO”S'(té'O; ;)(%) guestion its  effectiveness on
o o, o . exas . (0] a Squirrel PROTEINS Texas Citeseer . . . .
not satisfy condition 2. This Cornell 126 15(11.90 %) 2 19 - - - - improving GNNs. It highlights the
questions their identification as Wisconsin 136 11(8.09%) g to" - | 1 { ‘ T ] 0 iImportance to closely check
bottlenecks and the need for gi’fcr?e/eo” %gé 273477((253778()@)) o0 A a3 ] - H — theoretical results and experiments.
rewiring. Squirrel /87 34 (4.532 %) o ] o — I ] i
ao-an odiiv === * By analysing results from
Cora 100 68 (68.0 %) 1 odip O - {1 dem=—-aoo
Citeseer 84 24(28.57 %) *7 @—00 O||OWDO | { em—0 hyperparameter sweeps as
. Pubmed 166 116 (69.88 %) o1 4—® |1 oW ] 14 distributions we show the influence of
 We find that results of accuracy MUTAG 3497 1128 (35.16 %) I O‘b"_o"’.4 GB“%'%"’ 00.70 s q:'i"" | uat thod
improvements due to rewiring can be PROTEINS | 50936 5944 (11.67 %) | | | | | o | 3\;1 |e|;js on evd Ea |r]1g new - me c')d S
attributed to outliers originating from T blas P o ) - o . c d Yocgte ,t cre org to ConS', e
. able: Percentage of edges that satisfy Fig.: Distribution of test accuracies over hyperparameter these distributions during evaluation
hyperparameter sweeps, Iinstead of condition 2b for all datasets during SDRF sweeps. y i
consistent improvements. / &wiring. Ot Tuture techniques. /
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